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Aim of studyIntroduction
Spectroscopy plays a crucial role in various scientific fields, enabling researchers to analyze the

composition and properties of materials. However, the success of spectroscopic data analysis

heavily depends on the preprocessing applied to the data, which is a critical and often time-

consuming step. By automating the selection of preprocessing algorithms and providing a

comprehensive assessment of model performance, expertPLS (ePLS) offers researchers a more

efficient and accurate approach, leading to more accurate and reliable results [1, 2].

To propose a toolbox, the expertPLS, that automates the search of
the optimal preprocessing for spectroscopic data.

To demonstrate the effectiveness and efficiency of expertPLS for
analyzing spectroscopic data.

To emphasize the advantages of using a reliable tool for reducing
trial-and-error labor and improving the objectivity of the process.

Conclusions

The expertPLS toolbox provides analysts with a user-friendly
interface to streamline the preprocessing steps and improve the
overall performance of PLSR models.
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Materials and Methods:

1. Main window

The expertPLS toolbox automates the selection of preprocessing methods in
spectroscopic data analysis, improving efficiency and objectivity.

It incorporates various preprocessing techniques that include smoothing, derivatives,
scatter correction, and normalization.

The toolbox utilizes the J-Score to evaluate PLSR model performance, providing a
comprehensive assessment to a non-expert analyst.

Spectral preprocessing algorithms [3]

Smoothing

Gaussian smoothing

Savitzky-Golay smoothing

Wavelet denoising

Derivative

Differentiation

Savtitzky-Golay derivative

a) Spectra and reference values are loaded.

b) Both can be visualized for a first inspection.

c) A model validation method is selected, also the
type of spectra for an optimal smoothing (if
needed).

d) Outliers can be removed. A model is calculated
with raw data in order to visualize Q residuals vs.
Hotelling’s T2 values of the samples.

2. Results window

2. Model visualisation window
a) Spectra after preprocessing.

b) Predicted vs. measured Y-values.

c) Model performance vs. number of LVs. (RMSECal and
RMSEVal or J-Score).

d) Coefficients of the regression vector.

e) Samples Q residuals vs Hotelling T2 values with 95%
confidence limits, to help detect outliers.

f) Wheel to change the number of LVs.

By following the decision chart (on the

right) the ePLS creates all the datasets

with a sensible preprocessing. Then a PLS

model is created for each one and the

figures of merit are shown in a table.

Sample-wise normalization

Detrending

Baseline correction

Standard normal variate

Variable-wise normalization

Mean centering

Autoscaling

Figures: Keogan et al., Translational Biophotonics, 2021.


